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Abstract Numerous satellites utilized in numerical weather prediction are operating beyond their
nominal lifetime, and their replacements are not yet operational. We investigate the impacts of a loss of
U.S.-based microwave and infrared satellite data and the addition of dropsonde data on forecast skill by
conducting Observing System Simulation Experiments with the European Centre for Medium-range Weather
Forecasts T511 Nature Run and the National Center for Environmental Prediction Global Forecast System
Model. Removing all U.S.-based microwave and infrared satellite data increases Global Forecast System
analysis error, global forecast error, and forecast error during the first 36 hr of three winter storms that impact
the United States. Data from Suomi National Polar-orbiting Partnership contributes roughly one third of the
total satellite impacts. Assimilating “idealized” dropsondes (sampling over a large region of the Pacific/Arctic
Oceans) significantly improves global forecasts and forecasts for all three storms. Assimilating targeted
dropsonde flight paths using the Ensemble Transform Sensitivity method for 15 verification dates/locations
for the three storms improves roughly 80% of forecasts relative to the control and 50% of forecasts relative to
their corresponding experiments without dropsondes. However, removing satellite data degrades only
30% of targeted domain forecasts relative to the control. These results suggest that targeted dropsondes
cannot compensate for a gap in satellite data regarding global average forecasts but may be able to
compensate for specific targeted storms. However, as with any study of specific weather events, results

are variable and more cases are needed to conclude whether targeted observations—as well as satellite data
—can be expected to improve forecasts of specific weather events.

1. Introduction

The importance of satellite data to improve numerical weather prediction (NWP) medium-range forecast skill
through reduction of initial condition errors is well known (e.g., Baker et al., 2005; Simmons & Hollingsworth,
2002). Unfortunately, numerous satellites are near or past the end of their nominal lifetime with either no
replacement plan or a gap before their replacement is launched (Table 1). For example, the Suomi
National Polar-orbiting Partnership (NPP) satellite mission’s life expired in October 2016, and its replacement,
the first Joint Polar Satellite System satellite, was not launched until November 2017, a 13-month gap.
However, there are presently many satellites that are assimilated into a modern data assimilation system
with some redundancy. Suomi-NPP measures microwave (MW) radiances from the Advanced Technology
Microwave Sensor (ATMS) and infrared (IR) radiances from the Cross-track Infrared Sounder (CrlS). Suomi-
NPP was placed in early afternoon orbit, providing similar data as the existing polar orbiting satellites with
MW sounders (AMSU-A and MHS on NOAA 18/19, AMSU-A on Aqua, and AMSU-A on NOAA 15).

Numerous Observing System Experiments (OSEs) have been conducted to understand the impacts of satel-
lite data on forecast accuracy. Several studies have found Northern Hemisphere forecast degradations in the
National Center for Environmental Prediction (NCEP) models when various satellite data are removed:
Removing ATMS (Zou et al., 2013), removing MW, IR, and radio occultation (McNally, 2012), and removing sec-
ondary MW and IR instruments (Boukabara et al., 2016) all resulted in forecast degradation. Other studies
have found no significant impacts on Northern Hemisphere forecast skill: removing ATMS (Garrett, 2013)
and removing U.S.-based MW instruments (Cucurull & Anthes, 2015). Multiple studies found satellite

ENGLISH ET AL.

176


http://orcid.org/0000-0001-9700-6860
http://orcid.org/0000-0002-8404-3096
http://orcid.org/0000-0003-0125-147X
http://publications.agu.org/journals/
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)2333-5084
http://dx.doi.org/10.1002/2017EA000350
http://dx.doi.org/10.1002/2017EA000350
mailto:jason.english@noaa.gov
https://doi.org/10.1002/2017EA000350-T
https://doi.org/10.1002/2017EA000350-T

~1
AGU

100

ADVANCING EARTH
'AND SPACE SCiENCE

Earth and Space Science 10.1002/2017EA000350

Table 1

List of Satellite Instruments, Launch Dates, and Nominal Lifetimes

Replacement satellite

Radio Launch date/nominal
Satellite Microwave Infrared occultation lifetime (years) Name Launch date/nominal lifetime (years)
Aqua AMSU-A AIRS May 2002/6 NA NA
MetOp-A AMSU-A, MHS HIRS4, IASI GRAS Oct 2006/5 MetOp-B Sep 2012/6
Suomi-NPP ATMS CrlS Oct 2011/5 JPSS-1 2017/7
NOAA 15 AMSU-A May 1998/2 NOAA 16 Sep 2000/2
NOAA 18 AMSU-A, MHS May 2005/2 NOAA 19 Feb 2009/2
NOAA 19 AMUS-A, MHS HIRS4 Feb 2009/2 NOAA 20 2017/7
Metosat-9 SEVIRI Dec 2005/7 Metosat-10 Jul 2012/5
GOES-13 SNDR D1-D4 May 2006/10 GOES-16 Nov 2016/15
DMSP F16 SSMIS Oct 2003/14 DMSP F17 Nov 2006/11
GRACE-A JPL Blackjack Mar 2002/5 GRACE-FO 2018/5
COSMIC JPL Blackjack Apr 2006/5 COSMIC-2 2017 and 2020/5
TerraSar-X JPL Blackjack Jun 2003/5 TerraSar-NG 2018/5
C/NOFS CORISS Apr 2008/2 NA NA

Note. Satellites in this table with a launch date prior to 2015 are assimilated into the Global Forecast System model.

observations to be more important in the Southern Hemisphere than the Northern Hemisphere (Baker et al.,
2005; Cucurull & Anthes, 2015; Lord et al., 2016; McNally, 2012). Given the large number of satellites that are
near or past their nominal lifetime, there remains a risk to degradation of forecasts, but it remains unclear
how large the impacts will be at various locations.

In theory, dropsonde data might be able to help mitigate the impacts of a gap in satellite data on forecasts,
although this has not yet been studied and may require an unrealistic number of dropsondes. In practice,
dropsondes are typically part of a “targeted observations” campaign to improve forecasts of specific weather
events. The goal of a targeted observation effort is to identify regions where a reduction in analysis error can
improve forecasts over a specified verification region. OSEs with targeted observations have been employed
for hurricanes and tropical storms (Aberson, 2008, 2010), polar storms (Irvine et al., 2009, 2011), and extratro-
pical storms (Langland, Gelaro, et al., 1999; Langland, Toth, et al., 1999; Szunyogh et al., 2000, 2002). These
studies generally find small improvements to forecasts on average, but results are case dependent and some-
times forecasts are neutral or degraded. Several reviews of targeted observations have been completed and
generally conclude that a small majority of targeted observations improve forecasts (Gelaro et al., 2010;
Langland, Toth, et al., 1999; Lorenc & Marriott, 2014; Majumdar, 2016). However, results from the 2011
Winter Storm Reconnaissance program found generally neutral results (Hamill et al., 2013). While the differ-
ences between “small majority” and “neutral” may be mathematically small, it can have significant impacts on
whether targeted observation campaigns may be deemed worthwhile.

Observing System Simulation Experiments (OSSEs) can be conducted in addition to or instead of OSEs. OSSEs
use simulated observing systems where a forecast model is verified against an independent model desig-
nated as the “truth” (e.g., Arnold & Dey, 1986; Atlas et al., 1985). Modern OSSEs contain the following
elements: (1) a long forecast considered to be the truth or nature run (NR) that statistically simulates the real
atmosphere, (2) observations simulated from the NR, and (3) a different data assimilation/forecast system
that will ingest the simulated observations (Hoffman & Atlas, 2016; Masutani et al., 2010). OSSEs have inves-
tigated the impacts of many types of observing systems on weather forecasts, including wind lidar (Atlas,
Hoffman, et al,, 2015; Ma et al., 2015), rawinsonde data (Privé, Errico, and Tai, 2014), the data assimilation sys-
tem (Kleist & Ide, 2015a, 2015b), and dropsondes for tropical storms (Atlas, Bucci, et al., 2015; Privé, Xie, et al.,
2014; Qin & Mu, 2014). OSSEs investigating targeted observations generally have similar conclusions and lim-
itations as OSEs using targeted dropsondes: Targeted dropsondes often improve forecasts on average, but
results are case dependent. Occasionally, forecasts are neutral or degraded, and results are difficult to con-
clude with statistical confidence since targeted observations are designed to improve a specific weather
event at a specific location and time and the number of cases are limited. As such, the majority of published
OSSEs of targeted observations explore the impacts of observations on specific meteorological events rather
than conclude whether observations can or cannot improve forecasts since the number of cases are too lim-
ited to make statistical conclusions. An advantage of OSSEs over OSEs is that it is often possible to conduct a
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higher number of targeted campaigns and/or “idealized” campaigns (such as sampling over a large domain)
to gain scientific understanding that may be unattainable with OSEs.

Here we use OSSEs to investigate the impacts of MW and IR satellite data and dropsonde data on global-
average forecasts and forecasts for three winter storms present in the NR that impact the United States.
We complete two sets of evaluations: (1) a “multiple-domain” evaluation of satellite data and idealized drop-
sondes (dropsondes sampled over a large region of the Pacific and Arctic Oceans) across large temporal (0- to
7-day lead times) and spatial scales (multiple verification domains for each storm) and (2) a “targeted domain”
evaluation of satellite data, idealized dropsondes, and targeted dropsondes across targeted temporal (2- to
3-day lead time) and spatial scales (a single verification domain for each storm). Further details of the experi-
mental design are discussed in section 2.3.

This study is Part 2 of a two-part OSSE research project. In Part 1 (Peevey et al., 2018), OSSEs were completed
to evaluate the impact of three types of dropsonde data (temperature, humidity, and wind) over three sam-
pling domains on the forecast accuracy of the same three winter storms present in the NR. Sampling all three
types of measurements over a large idealized sampling domain produced the largest forecast improvement.
Winds provided the largest individual benefit, followed by temperature and then humidity. It was also found
that sampling targeted observation domains provided up to a 5% reduction in forecast energy error. Results
for individual lead times and verification domains varied, with some instances of targeted observations pro-
viding no benefit or even leading to forecast degradation. Investigation into the causes of individual forecast
degradations were concluded to be due to challenging meteorological features such as cutoff low-pressure
systems or interactions with meteorological features outside of the sampling domains. More details on other
OSE and OSSE targeted observations studies and reasons for the possible differences between them are also
covered in Part 1 of this project (Peevey et al., 2018).

2. Methods and Design
2.1. OSSE Framework and Experiment Setup

We use the “T511 NR” as the atmospheric truth. The T511 NR is a 13-month uninterrupted forecast with
T511 horizontal resolution (~40 km) and 91 model levels produced in 2005 by the European Centre for
Medium-range Weather Forecasts using their Integrated Forecast System version cy31r1 (Masutani et al.,
2007). This NR has been compared to observed climatology, and the synoptic behavior and was found
to be acceptable for use in an OSSE (McCarty et al., 2012; Reale et al., 2007). The forecast was initialized
at 12 UTC 1 May 2005, with the operational analysis as the initial conditions, and terminated at 00 UTC
1 June 2006 with output every 3 hr (Andersson & Masutani, 2010). (The year is somewhat arbitrary since
this is a Nature Run; actual sea surface temperature observations from 2006 are used, but the atmospheric
circulation is freely evolving and does not represent the Earth’s atmospheric circulation in 2006). For this
study, we utilize the output from January and February 2006. This OSSE setup uses perfect observations
for all types of input data (conventional, satellite, and dropsonde), meaning that instrument error is
neglected, which will underrepresent the error and uncertainty present in the real world. The impact of
using perfect observations in an OSSE simulation has been quantified (Masutani et al., 2010). An advantage
of using perfect observations is that the reduced uncertainty may allow for a clearer interpretation of fore-
cast impact with fewer forecasts.

We use the NCEP’s Global Forecast System (GFS) model Q1FY15 to ingest the simulated observations and
evaluate their impact and forecast accuracy. This model is coupled with the Gridpoint Statistical
Interpolation data assimilation package (Kleist et al., 2009) which was operational in 2015. The Global Data
Assimilation System (GDAS) is used in the 3DVar Hybrid Ensemble Kalman Filter configuration (Wang et al.,
2013). Both the Gridpoint Statistical Interpolation and GFS components are configured with a T382 horizontal
resolution and 64 vertical levels (T254 physics: ~ 50 km). The Ensemble Kalman Filter component is set up
with a T254 horizontal resolution and 64 vertical levels.

This OSSE framework consisting of the T511 NR with the global GFS model has been previously developed
and validated (Errico et al., 2013; Privé et al,, 2013) and utilized for several applications including the impacts
of rawinsondes (Privé, Errico, & Tai, 2014). More details on this OSSE framework are also provided in Part 1 of
this project (Peevey et al., 2018).
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Table 2
Experimental Design of This Study

Satellites assimilated

Control minus Aqua,

Control (2015 Control minus Aqua, DMSP, DMSP, NOAA 14-19,
Dropsondes assimilated operational GFS) and NOAA 14-19 satellites and NPP satellites
None CTL Base Gap
Idealized domain Ctl_Ideal Base_ldeal Gap_ldeal
Sensitivity domain Ctl_Sens Base_Sens Gap_Sens
Flight path domain Ctl_Flight Base_Flight Gap_Flight

Note. GFS = Global Forecast System.

2.2. Ensemble Transform Sensitivity Method

We use the Ensemble Transform Sensitivity (ETS) method to identify locations for targeted dropsonde mea-
surements in our OSSE study. The ETS method is a fast, efficient way to identify regions sensitive to error
growth (Zhang et al., 2016). The ETS method is a first-order approximation of the Ensemble Transform (ET)
method (Bishop & Toth, 1999). While the ET method predicts a reduction in forecast error variation by recal-
culating a transformation matrix in an ensemble subspace for each possible observation deployment, the ETS
method calculates the transform matrix only once, resulting in a more computationally efficient method. The
ETS method then calculates the gradient, or sensitivity, of the forecast error variance over the verification
region to be represented in terms of the analysis error variance. The ETS method is based on a dry total-
energy norm of temperature and wind error at 200, 500, and 700 hPa (see section 2.4). A comparison OSSE
study found that the ETS and ET methods identified similar regions of sensitivity, but with a 60-80% reduc-
tion in computational cost (Zhang et al.,, 2016).

2.3. Study Design

We conduct a series of experiments to understand the impacts of a satellite gap and of dropsonde measure-
ments on analysis and forecast error. We investigate two satellite data denial cases (“Base” and “Gap”) and
three dropsonde sampling domains (“Idealized,” “Sensitivity,” and “Flight Path”), along with control experi-
ments for each (Table 2). The “CTL" experiment assimilates the same satellites as the 2015 operational version
of the GFS model. The Gap experiment removes the Aqua, DMSP, NOAA 15, NOAA 18, NOAA 19, and Suomi-
NPP (including the Advanced Technology Microwave Sounder [ATMS] and the CrIS observations) satellites
from the data assimilation. This experiment represents a worst case scenario of the loss of all U.S.-based
MW and IR instruments, similar to the design of Cucurull and Anthes (2015). The Base experiment is the same
as Gap, but with Suomi-NPP added back in. Thus, a comparison between Base and Gap quantifies the specific
impact of a gap in MW and IR data from Suomi-NPP on weather forecasts, which is relevant given the recent
Suomi-NPP satellite gap that has actually occurred.

The three satellite experiments are each run with and without added dropsondes. Dropsondes are consid-
ered over three domains denoted as “Ideal,” “Sens,” and “Flight.” The Ideal domain samples dropsondes
across a large region of the Pacific and Arctic Oceans to represent a best case or idealized impact of drop-
sondes (Figure 1). The Ideal domain also allows sampling over many time steps to enable a broader fore-
cast evaluation than can be accomplished in a single study of targeted observations (Sens and Flight).
Sens samples dropsondes across the sensitivity domain identified using the ETS method, which includes
grid boxes where the normalized sensitivity is >0.5; the region varies for each experiment and is discussed
in section 3.3. Finally, Flight uses an automated flight track algorithm to place simulated dropsondes over
the most important ETS regions. The Flight Path domain assumes that the simulated aircraft flies only over
ocean and samples for ~ 24 hr, which is comparable to an operational Global Hawk aircraft. More details
on the three dropsonde domains are provided in Peevey et al. (2018). All dropsonde experiments assim-
ilate temperature, wind, and humidity, since in Part 1 of this project we found that assimilating all three
measurements provides the largest forecast improvement (Peevey et al., 2018). Additionally, all dropsonde
experiments assimilate data in all grid boxes simultaneously for all designated cycles.
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Figure 1. Schematic of storm tracks for three winter storms studied. Blue circles represent the approximate storm center at
the dates below the circles. Orange boxes represent the 14° x 14° latitude-longitude verification regions studied for each
storm; the black box represents the verification region used for targeted observations for each storm. (a) The 29 January
verification regions are AL (Aleutians), YU (Yukon), and AN (Anchorage). (b) The 30 January verification regions are WA
(Washington), OR (Oregon), CA (California), CO (Colorado), and MW (Midwest). (c) The 25 February verification regions are
WC (West Coast), CA (California), CO (Colorado), and IA (lowa). The purple region represents the Idealized dropsonde
sampling domain (20-80°N).
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As in Part 1 of this project (Peevey et al., 2018), we cycle all three satellite experiments (CTL, Base, and Gap) for
2 months from 1 January 2006 to 28 February 2006. Conventional observations (temperature, virtual and sen-
sible, station pressure, humidity, and wind) from both surface and upper-level instruments are perfectly
assimilated in all of the experiments. During this 2-month cycling period, there were three significant winter
storms present in the NR that affected the United States: 29 January, 30 January, and 25 February (Figure 1).
We evaluate each experiment’s analysis and forecast accuracy during the time periods of these three storms.

We conduct two sets of evaluations: a multiple-domain evaluation and a targeted domain evaluation. The
multiple-domain evaluation includes GDAS cycling for 10 days with 16 GFS forecast runs staggered 12 hr
apart ranging from 0- to 7-day lead times for multiple verification regions for each storm, with the goal of
understanding broad, statistical forecast impacts. The targeted domain evaluation includes GDAS cycling
for 1 day with five GFS forecast runs staggered 6 hr apart ranging from 2- to 3-day lead times for a single ver-
ification region for each storm, with the goal of understanding targeted dropsonde impacts. Because sensi-
tivity regions are strongly dependent on initialization time and verification domain, it is difficult to evaluate
targeted dropsonde measurements across large spatial or temporal domains. Hence, the targeted dropsonde
experiments are not included in the multiple-domain evaluation. For both sets of evaluations, we evaluate
the impacts of removing satellite data and adding dropsonde data on global forecast accuracy as well as fore-
cast accuracy of each of the three winter storms.

2.4. Metrics

The primary metric used in this study is dry total energy error (TEE; m/s; equation (1)):

1

2

1 C
3 (“%oo + V%oo + %tgoo) +

1 1 C
E= E.IA g( §OO+V§OO+%:IL§OO)+ M

(5 2 Cp .o
5( 700 T V700 T ?’tmo

The variables u, v, and t represent the differences between the forecast and the NR for the u component
of the wind, the v component of the wind, and the temperature, respectively, at three tropospheric pres-
sure levels (200, 500, and 700 hPa). T, is the reference temperature (300 K), ¢, is the specific heat of dry
air at a constant pressure (1,004 J-K™"'-kg™"), and A is the domain area over which the calculations are
averaged. TEE provides a comprehensive measure of forecast accuracy by including two state variables
(wind and temperature) over three tropospheric levels. Various forms of energy error are the preferred
metric for targeted observations (Gelaro et al.,, 2002; Hamill et al.,, 2013; Majumdar, 2016). The form of
the energy error equation used in this study (equation (1)) is the same form as that used by the ETS
method (Zhang et al,, 2016), providing consistency.

We also evaluate forecast performance using other metrics: we calculate TEE using the formula of Hamill et al.
(2013), which considers errors in winds and temperature at 250, 500, 750 hPa, and near the surface (10-m
winds and 2-m temperature); root mean square error of 500 hPa geopotential height; sea level pressure
(SLP) error; and precipitation bias (departure from mean).

3. Results

First, we investigate the impacts of removing numerous satellites from the GDAS data assimilation on analysis
and forecast error during the time periods of three winter storms present in the NR. Next, we investigate the
impacts of adding simulated idealized dropsondes over a large area of the Pacific/Arctic Oceans to the GDAS
data assimilation to understand a “best case” (although practically unrealistic) scenario of the impact of drop-
sondes. Finally, we investigate targeted dropsonde observations and compare forecasts to the control experi-
ment (CTL) and the two satellite gap experiments (Base and Gap; see Tables 1 and 2).

3.1. Impacts of a satellite gap

Analysis error maps (TEE) for each satellite experiment (CTL, Base, and Gap) and for each storm are provided
in Figure 2. There is considerable analysis error over the North Pacific Ocean for all three storms, with larger

ENGLISH ET AL.

181



~1
AGU

100

ADVANCING EARTH
AN SPACE SCIENCE

Earth and Space Science

10.1002/2017EA000350

CTL

Gap_Sens Gap_ldeal Gap Base

Gap_Flight

(Avg 2006013000 —2006013100)

60N

30N

30N

60N

30N

30N

60N

Jan 29 Storm

(Avg 2006013012

Jan 30 Storm

—2006013112) (Avg 2006022400 —2006022500)

Feb 25 Storm

-14-12 -1 -08-06-04-02 0 02 04 06 08 1 1.2 1.4

Energy Error Difference (m/s)

IR | [ [ [T

BN 60N
N a0
1508 180 150w 120w 1508 180 T50m 1200
Total Energy Error (m/s)
040608 1 1214 16 1.8 2 22 24 26 28 3 32 3.4 36 38 4
| | 1
T === . | = ==
L == + tS=S : L tar=5 L] ES LSS
=t = ‘ =21 é = b__é =
< o =1 eon ! s 7 s =7 eoN 7 = =7
P C} . - % Q_f i _— X g . L~
Dy ) Ny
%5 ~ LA %5
Z N b R S | A Y
}\ g pale e Lo Sl LIF S e | 1) 30N }\\
4 y
T
1508 180 150W 120W 1508 180 150W 1200 1508 180 150w 120W
1 L
- - == |
== L = [ = i == | =- s =
e = CPNNE S PRNE -
B L g =L eon T =7 T& =
@iy - 5F T 6N g
C_f‘ e \‘%L < Cf - N | < c_f B Y
|5 L5t ﬁ/ﬁ, 2
i a : i ~{
{& 30N § 30N ﬁfd - R{g_
o ¢ |
.
J y |
i 0 1w | 120w | rse 0 150W 20w 150E 180 150w 120w
- — - - - =z
| = | | Lt A s |
‘ = - > " - S
= - 60N - 271 Gon e = =
< & < 4 Tl o
|5 g | |- P D7 =
ﬁ:ﬁ |
T ] & 30N XN\ N W
£
’ £ - Q)
T
150E 180 150W 120w 1508 180 150W 120w f 5|0E 180 150W 120w
. R F . h |
- = | = == =
L== L = ! ES
= = SDRNE et
S T =1 6N - ol T eoN o e “~ =
I = < [ 5] Toree | % R
Sl X - N | r - e N
e Z Zume =z
ﬁ',':/ 3 % 30N kg\ 30N b %
e |4 |l =t L S P |
! T i .
150E 180 150W 120W 150E 180 150W 120w 150E 180 150W 120w
| I i I L
— [
L == Lo = L T L= )E E%
= = = = é =
— G =] T =1 eon b LS TT o~ =]
o 60N = g 77 S5 F
g,\f\ L~ T 4 Cj" ‘.\"(?/tL L <. C NN 2 L~ 9
L o % SRR
g N ) \ 7t . N
§ 30N = . IS T 30N - L. L
| l |
— ‘ ‘ c :
150E 180 150w 120W 150E 180 150W. 120W 150E 180 150W. 120W

Figure 2. Global Data Assimilation System analysis maps of total energy error over the time periods of the 29 January, 30 January, and 25 February storms. Analysis
error is averaged across five cycles corresponding to a 2- to 3-day lead time from the selected verification region. Maps for all experiments show absolute difference
from the control, where negative indicates reduction of analysis error relative to CTL. Section 2.3 describes the three dropsonde experiments Ideal, Sens, and

Flight, and Table 3 provides the number of dropsondes assimilated for each experiment.
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Figure 3. Percent change in total energy error for various experiments relative to CTL during each storm (columns) as a function of forecast hour, averaged globally
(top panels) or averaged across a storm impact region (bottom panels) for the multiple-domain evaluation. Solid lines represent an average of 16 Global Forecast
System runs staggered 12 hr apart at 0- to 7-day lead times; dotted lines represent 95% confidence interval obtained using the paired t test (2 times standard
error from the CTL). The 29 January Storm is averaged across ALASKA (55-70°N, 195-220°E); 30 January and 25 February storms are averaged across WEST_USA
(30-50°N, 235-260°E). Boxes in the top panels highlight a 1- to 3-day lead time window.

analysis error for the 29 January and 30 January storms than the 25 February storm. Analysis error over the
North Pacific Ocean is a well-known issue and indeed a key reason why it has been proposed to add
dropsonde measurements over this region to improve forecasts (Peevey et al., 2018). The Gap and Base
experiments have slightly larger analysis error than the CTL, suggesting that removal of numerous
satellites from the data assimilation may degrade forecasts. The Gap experiment has slightly larger analysis
error than Base, suggesting that Suomi-NPP has a measurable impact on model analysis error.

We start with the multiple-domain evaluation of forecast accuracy averaging 16 GFS forecasts staggered
12 hr apart ranging from 0- to 7-day lead times. For all three storms, the Gap and Base experiments increase
global average forecast TEE across all forecast hours (Figure 3, top panels). The Gap experiment increases glo-
bal average TEE by about 6% at forecast hour 0, declining at longer forecast lead times to about a 1% increase
at forecast hour 120. The increase in TEE for the Base experiment is roughly half that of the Gap experiment,
suggesting that Suomi NPP is responsible for approximately 50% of the global forecast degradation from the
removal of IR and MW satellites. When averaging forecast TEE over the respective domains pertaining to the
locations of the storms of interest (Figure 3, bottom panels), there is much more variability, a common chal-
lenge with evaluating case-dependent targeted dropsonde evaluations. For all three winter storms, the Gap
and Base experiments increase forecast TEE during the first 36 forecast hours, as expected. Immediately after
the GFS forecast run has started (forecast hour 0), TEE is between 1% and 5% higher for the Gap and Base
than CTL. This error grows until about forecast hour 36. However, beyond this time, there is no statistical dif-
ference in forecast TEE between the CTL, Gap, and Base experiments due to an increase in variability.
Qualitatively, beyond 36 hr the Gap and Base experiments have mixed impacts on the 29 January storm,
decrease TEE for the 30 January storm, and increase TEE for the 25 February storm. A comparison of Gap
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Figure 4. Scatterplots of total energy error at the designated forecast hours relative to the verification time (marker styles) at the verification regions designated in
Figure 1 (marker colors) for each storm for the experiments Gap versus CTL (top panels) and Gap versus Base (bottom panels) for the multiple-domain evaluation.

to Base suggests that the Base experiment is 10-50% closer to the zero line (CTL) than Gap during the first
36 hr of the forecast lead times, suggesting that the removal of Suomi-NPP is responsible for 10-50% of
the forecast degradation, while the removal of Aqua, DMSP, and NOAA 14-18 satellites is responsible for
the remaining 50-90%. Beyond 36 hr, differences between Base and Gap are not statistical, but Base is
always closer to the CTL than Gap.

To better understand how removal of satellites might impact forecasts of weather impacts directly related to
the three winter storms, scatterplots of forecast error (TEE) for each verification region for each storm at a
range of forecast lead times are provided in Figure 4. Comparing the experiments with and without Suomi
NPP (Figure 4, bottom panels) suggests that removing Suomi-NPP (Gap) degrades forecasts compared to
the satellite experiment with Suomi-NPP (Base) for the majority of verification regions and forecast hours
for all three storms, further supporting the importance of Suomi-NPP on accurate forecasts of winter storms
over the United States. There is much more variability when comparing the Gap experiment to CTL (Figure 4,
top panels) with all three storms—removal of satellites (Gap) increases forecast TEE at some forecast hours
and verification regions but decreases forecast TEE at others. For example, for the 29 January storm, the
removal of satellites (Gap) degrades forecasts for the majority of lead times over the Aleutians verification
region but actually improves forecasts over the Yukon and Anchorage verification regions. The differences
between verification regions/dates are illustrated in line plots of forecast TEE as a function of verification time
(Figure 5). For the 29 January storm, early in the forecast period the removal of satellites increases forecast
TEE as expected. However, after about 00 UTC 30 January, forecast TEE decreases for the Gap and Base experi-
ments until about 12 UTC 2 February, after which it increases again. Average TEE as a function of verification
date has significant variability for all three storms, due in part to averaging longer lead times (up to 7 days).
Even so, some of the impacts of satellite removal are statistical (95% confidence), such as the increase in fore-
cast TEE at 00 UTC 30 January (29 January storm), the decrease in forecast TEE at 00 UTC 4 February
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Figure 5. Same as Figure 3 bottom panels, except that x axis is verification date rather than forecast hour.

(30 January storm), and the increase in forecast TEE at 00 UTC 27 February (25 February storm). It is well
known that the error involved with individual forecasts can vary widely and can be due to inadequate
measurements, measurement error, assimilation or interpolation error, or model physics error. This
suggests that it is important to evaluate models based on multiple forecast runs and case studies. Here the
removal of satellites decreases forecast error for the majority of data points at the 2- to 4-day lead times
for two out of three of the storms studied (29 January and 30 January). Both of these storms are initialized
at nearly the same date, so the model errors or sampling noise that is occurring are likely involved with
both storms. This is further discussed in section 4.

3.2. Impacts of idealized dropsondes

Here we sample dropsondes over a large portion of the Pacific/Arctic Oceans (purple domain in Figure 1) to
understand the best case scenario or largest impact that dropsonde measurements might have on the fore-
cast skill of winter storms. Again, this is not pragmatically feasible with an aircraft campaign, but this is an effi-
cient way to estimate the possible average forecast impact of dropsondes over a large spatial/temporal
domain given a limited number of cases. Analysis error maps of the Gap_ldeal experiment show a large
reduction in TEE over most of the sampling region when compared to its corresponding experiment without
dropsondes (Gap) as well as CTL (Figure 2). This suggests that assimilating dropsonde observations over a
large idealized area significantly reduces model initialization error and can more than compensate for an
increase in model analysis error when the MW and IR satellites are removed. The reduction in the analysis
error translates to a reduction in the forecast error as well. This is not surprising given that dropsondes pro-
vide a direct measurement of the atmosphere as opposed to an indirect measurement from satellite
radiances. Line plots also show a large reduction in global-average forecast TEE for the experiments with
idealized dropsondes (Figure 3, top panels). At forecast hour 0, adding idealized dropsondes decreases global
average forecast TEE by about 8% relative to its corresponding satellite experiment. For example, for the 29
January storm, Gap increases global forecast TEE by about 5% relative to the CTL, while Gap_ideal decreases
global forecast TEE by about 3% relative to CTL, an improvement of 8%. The improvements fade across the
forecast period, mirroring the fade in forecast degradation from satellite removal across the same period.
These results suggest that dropsonde data have the potential to compensate for a loss of all U.S.-based
MW and IR satellite data, although the idealized domain is unfeasibly large for a typical flight campaign.
Conclusions are similar when averaging forecast TEE over the respective domains pertaining to the locations
of the storms of interest (Figure 3, bottom panels): adding idealized dropsondes more than compensates for
a loss of satellite data. At forecast hour 0, idealized dropsondes reduce forecast TEE by about 25% (29 January
storm) and 4% (30 January and 25 February storms) relative to the CTL, and by about 30% (29 January storm)
and 5% (30 January and 25 February storms) relative to their corresponding satellite gap experiments. For all
three winter storms, the idealized dropsonde experiments decrease forecast TEE by ~ 10% at 1- to 3-day lead
times (black boxes in Figure 3, bottom panels). The consistent improvement at these lead times is encoura-
ging as targeted observations with flight campaigns usually obtain measurements with these similar lead
times (in the next section, results are evaluated at 2- to 3-day lead times).
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Figure 6. Same as Figure 4, except for Gap_ldeal versus Gap (top panels) and Gap_ldeal versus CTL (bottom panels).

The forecast improvements with idealized dropsonde experiments are also significant across a longer range
of lead times than the satellite gap experiments: up to 72 hr (29 January storm), 96 hr (30 January storm), and
60 hr (25 February storm). All three idealized dropsonde experiments perform similarly, suggesting that add-
ing dropsonde data of temperature, water vapor, and humidity across a large swath of the Pacific Ocean more
than compensates for a loss of all U.S.-based MW and IR satellite data. Scatterplots also show that adding
idealized dropsondes over a large region of the Pacific Ocean (Gap_ldeal) significantly reduces forecast error
at most lead times and verification regions for all three storms. This is apparent regardless of comparing to its
corresponding experiment without dropsondes (Figure 6, top panels) or comparing to the CTL (Figure 6,
bottom panels).

3.3. Impacts of targeted dropsondes

Finally, we conduct a targeted domain evaluation. For each storm, we chose one verification region to con-
duct a detailed evaluation of the impact of targeted dropsonde sampling and satellite removal on 2- to 3-day
forecast lead times: Anchorage (29 January storm), Oregon (30 January storm), and California (30 January
storm; Figure 1). These are the same regions evaluated in Part 1 of this project (Peevey et al., 2018) and were
chosen by meeting the following criteria: (1) strong meteorological impact (precipitation and wind), (2) large
forecast error in the control run, (3) large forecast improvement in the idealized dropsonde run relative to the
control run, and (4) targeted observation sensitivity maps cover a domain that is not too large to be reason-
ably targeted by a hypothetical 24-hr flight path. The verification regions are all 14° x 14° grid boxes, with the
center of the region corresponding with the SLP minimum, to encompass the impacts of their corresponding
storm. Evaluating 2- to 3-day lead times and a 24-hr flight path is somewhat representative of real flight cam-
paigns using the Global Hawk aircraft, although in this study all of the Flight experiment dropsondes are
sampled simultaneously across all five cycles. More details on the approach for assimilating dropsondes with
simulated flight paths are provided by Peevey et al. (2018). Additionally, choosing these verification regions
provides a further investigative opportunity: While the removal of satellite data increased forecast TEE
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Figure 7. Normalized Ensemble Transform Sensitivity (ETS) for prespecified verification regions (red boxes) to initial perturbations, averaged over five cycles in the
2- to 3-day lead time window for each of the storms studied. Areas with sensitivity >0.5 are sampled in the “Sensitivity domain” experiments. Grid boxes

encompassing the simulated flight paths are sampled in the “Flight Path domain” (red dots). The number of dropsondes assimilated for the flight experiments are
listed in parentheses in each panel.

relative to CTL for the 25 February storm in its chosen verification region (California), it decreased forecast TEE
relative to CTL for the 29 January and 30 January storms in their specified verification regions (Anchorage and
Oregon, respectively). In other words, for two of the storms in this study, removal of satellites improved
forecasts at the chosen verification date/region, providing an opportunity to investigate why.

The ETS method (Zhang et al., 2016) was used to identify regions sensitive to forecast error growth for the five
initialization times spaced 6 hr apart corresponding to a 2- to 3-day lead time from each storm'’s chosen ver-
ification region. The resulting five sensitivity maps were averaged to capture the movement of the signal over
the 2- to 3-day lead time and to average out spurious noise. This single normalized sensitivity map for each
experiment was utilized to determine its targeted sampling domains (Figure 7). The sensitivity maps vary sig-
nificantly for each storm but are quite similar across the CTL, Base, and Gap experiments. This suggests that
regions sensitive to error growth may be more related to the meteorological features at the initialization time
rather than changes to the data assimilated by the model. As with Part 1 of this project (Peevey et al., 2018),
the Sens experiments sample all grid boxes with ETS sensitivity of > 0.5 (blue and black colors in Figure 7),
except for sensitivity regions over land that were east of the verification region (red box). The Flight experi-
ments sample all grid boxes denoted by the red dots. Five GFS forecast runs were initialized from each of the
dates spaced 6 hr apart, corresponding to the 2- to 3-day lead times from each verification region. The num-
ber of dropsondes assimilated in the Sens and Flight experiments varied significantly with each satellite

ENGLISH ET AL.

187



~1
AGU

100

ADVANCING EARTH
'AND SPACE SCiENCE

Earth and Space Science 10.1002/2017EA000350

Table 3
Number of Dropsondes Assimilated for Each Experiment

Number of dropsondes assimilated

CTL Base Gap
Sensitivity Flight Sensitivity Flight Sensitivity Flight
Storm region region region region region region
29 January 94 80 174 66 258 69
30 January 765 80 249 66 384 66
25 February 349 73 406 81 602 80

removal experiment and each storm (Table 3). In general, the sensitivity regions became larger as more
satellite data were removed, probably because less data assimilated usually translates to larger forecast
uncertainty, while the number of dropsondes assimilated in the Flight experiments remained relatively
constant due to flight path limitations.

GDAS analysis error maps (TEE) of the three dropsonde experiments show that analysis error is reduced much
more for Gap_ldeal than for Gap_Sens and Gap_Flight, as one would expect due to the much larger size of
the Gap_ldeal sampling domain (Figure 2). However, there still are noteworthy reductions in analysis error
for the Gap_Sens and Gap_Flight experiments relative to Gap. Analysis error for Gap_Sens and Gap_Flight
are similar to or less than analysis error for CTL, suggesting that targeted dropsonde sampling may be able
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Figure 8. Percent change in total energy error relative to CTL for each storm (columns) as a function of verification date, averaged globally (top panels) or averaged
across a storm impact region (bottom panels). Solid lines represent an average of five Global Forecast System runs staggered 6 hr apart at 2- to 3-day lead times;
dotted lines represent 95% confidence interval obtained using the paired t test (2 times standard error from the CTL). The 29 January storm is averaged across
ALASKA (55-70°N, 195-220°E); 30 January and 25 February storms are averaged across WEST_USA (30-50°N, 235-260°E). Designated locations in the bottom panels
correspond to the verification regions in Figure 1.
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Figure 9. Scatterplots of total energy error (top panels) and sea level pressure (bottom panels) at the designated forecast hours relative to the verification time
(marker styles) for each of the dropsonde experiments (marker colors) versus the CTL for each storm for the targeted dropsonde evaluation. A single verification
location/time is selected for each storm (bold black boxes in Figure 1).

to compensate for a loss of all U.S.-based MW and IR satellite data. However, reductions in analysis error do
not always translate to reductions in forecast error.

Regarding forecast error, for all three storms, the removal of satellites increases the global average forecast
TEE by 1% to 6% at the chosen verification region (Figure 8, top panels). Suomi-NPP does not have a signifi-
cant impact on forecasts for two of the storms (29 January and 30 January), while it is responsible for about
50% of the forecast degradation for the third storm (25 February). Adding idealized dropsondes significantly
improves average global forecasts for all three storms, reducing TEE relative to the control by about 3% (com-
paring Gap to Gap_ldeal). The targeted dropsonde experiments (Gap_Sens and Gap_Flight) do not appreci-
ably impact global average forecasts. This is expected since they are sampling a small domain relative to the
globe, meaning that targeted dropsondes are probably not able to compensate for a loss of all U.S.-based
MW and IR satellite data across large spatial or temporal average forecasts.

Next, we calculated TEE at the verification date corresponding to each storm’s chosen verification region
(Figure 8, bottom panels) and evaluated the forecast performance for each verification region. Removal of
satellites (Gap and Base) improves forecasts for one storm (29 January), has neutral impacts on the second
(30 January), and degrades forecasts for the third (25 February). Again, this highlights the challenges with
evaluating case-dependent weather events and is discussed further in section 4. Despite the inherent varia-
bility, the idealized dropsonde experiments reduce forecast TEE by between 10% and 25% for all three
storms, suggesting the potential benefits of dropsonde sampling under ideal conditions. The targeted drop-
sonde experiments (Gap_Sens and Gap_Flight) show a slight improvement in forecasts for all three storms as
well: For the 29 January storm, they have roughly the same forecast performance as their corresponding
satellite removal experiments with no dropsondes, which is about 10% reduced TEE than CTL. For the 30
January storm, they reduce error by about 5% relative to both the CTL and Gap, and for the 25 February
storm, they reduce error by about 5% relative to Gap, which is about the same error as CTL. However, the
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Table 4
Number of Model Forecasts at the Chosen Verification Locations/Times With Reduced Error Relative to the CTL or Gap Experiments for Each Storm Relative to the Total
Number of Model Forecasts

29 January 30 January 25 February Combined
Versus CTL Versus Gap Versus CTL Versus Gap Versus CTL Versus Gap Versus CTL Versus Gap
ENER_ETS (TEE)
Gap 4/5 N/A 3/5 N/A 3/5 N/A 10/15 (67%) N/A
Gap_ldeal 5/5 4/5 5/5 5/5 5/5 5/5 15/15 (100%) 14/15 (93%)
Gap_Sens 5/5 3/5 4/5 4/5 3/5 2/5 12/15 (80%) 9/15 (60%)
Gap_Flight 5/5 3/5 4/5 3/5 2/5 1/5 11/15 (73%) 7/15 (47%)
ENER_H
Gap 4/5 N/A 3/5 N/A 4/5 N/A 11/15 (73%) N/A
Gap_ldeal 5/5 4/5 5/5 5/5 5/5 5/5 15/15 (100%) 14/15 (93%)
Gap_Sens 4/5 3/5 3/5 3/5 5/5 3/5 12/15 (80%) 9/15 (60%)
Gap_Flight 5/5 3/5 4/5 3/5 3/5 1/5 12/15 (80%) 7/15 (47%)
V4
Gap 4/5 N/A 4/5 N/A 5/5 N/A 13/15 (87%) N/A
Gap_ldeal 5/5 5/5 5/5 5/5 5/5 5/5 15/15 (100%) 15/15 (100%)
Gap_Sens 5/5 4/5 5/5 4/5 5/5 3/5 15/15 (100%) 11/15 (73%)
Gap_Flight 5/5 3/5 5/5 2/5 4/5 1/5 14/15 (93%) 6/15 (40%)
SLP

Gap 4/5 N/A 3/5 N/A 3/5 N/A 10/15 (67%) N/A
Gap_ldeal 5/5 5/5 5/5 5/5 5/5 4/5 15/15 (100%) 14/15 (93%)
Gap_Sens 5/5 4/5 3/5 5/5 5/5 3/5 13/15 (87%) 12/15 (80%)
Gap_Flight 5/5 3/5 4/5 4/5 4/5 3/5 13/15 (87%) 10/15 (67%)

Note. TEE = total energy error; SLP = sea level pressure.

improvements are very small relative to the variability: the targeted dropsonde experiments (Gap_Sens and
Gap_Flight) reduce forecast TEE relative to the CTL for the 29 January and 30 January storms (95%
confidence), while there is no statistical difference for the 25 February storm for Gap_Sens and Gap_Flight
relative to the Gap experiment for all three storms.

Next, we evaluate individual forecasts at 2- to 3-day lead times at each verification region for each storm
using several different metrics. Scatterplots of TEE and SLP (Figure 9) show considerable variability, but most
of the targeted dropsonde experiments improve forecasts relative to CTL, especially the idealized dropsonde
experiments. To better quantify the performance of the different experiments, we count the number of
instances that each experiment improves forecasts relative to the CTL or Gap (Table 4). Four different metrics
are computed using this approach: TEE, energy error via Hamill et al. (2013), root mean square error of
500 hPa geopotential heights, and SLP. The results are quite similar regardless of the metric used. For TEE,
removal of satellites (Gap) improves forecasts relative to the control for 67% of the instances (10 out of
15). Again, we would expect removal of satellites to degrade forecasts in the majority of instances, but the
verification dates/locations chosen happened to coincide with a forecast improvement for two out of three
storms (Figure 5). Combining results across the three storms, sampling idealized dropsondes (Gap_ldeal)
improved 100% of forecasts relative to CTL and 93% of forecasts relative to Gap. Adding dropsondes over
the sensitivity domain (Gap_Sens) improved 80% of forecasts relative to the CTL and 60% forecasts relative
to Gap, while adding dropsondes over the simulated flight path (Gap_Flight) improved 73% of forecasts rela-
tive to the CTL and 47% of forecasts relative to Gap. The Gap_Flight results can be generally compared to
what may be expected under an actual flight campaign. These results are roughly consistent with other
reviews of targeting studies which find either that a small majority of forecasts are improved (Gelaro et al.,
2010; Lorenc & Marriott, 2014; Majumdar, 2016) or that impacts on forecasts are generally neutral (Hamill
etal., 2013). Given our limited number of case studies, and the fact that the difference between neutral results
and improvements to a small majority of forecasts is so small, it is difficult to conclude whether our results
support one set of studies more. In other words, we conclude that sampling dropsondes in a targeted
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flight campaign provide either a neutral benefit or a small positive benefit on average, and many more cases
would need to be run to conclude with more confidence on which is the case.

We also evaluated Precipitation Bias, and the differences between experiments were not statistically different
from one another (not shown). Precipitation is notoriously difficult to predict and involves numerous micro-
physical and macrophysical processes. It is possible that the precipitation parameters are tuned to the exist-
ing model configuration, and improvements may be possible if the parameters are retuned to accommodate
additional measurements in the data assimilation system. It is also possible that more cases need to be ana-
lyzed to obtain better statistical significance or that dropsonde measurements are able to improve winds and
temperature but not precipitation. Additionally, the current implementation of the ETS method is designed
to improve temperature and winds but not precipitation (Zhang et al., 2016).

4, Discussion and Conclusions

We conducted OSSEs to understand the impacts of removing U.S.-based MW and IR satellite data and adding
dropsonde data over the Pacific/Arctic Oceans on weather forecasts. We evaluated combinations of three
MW/IR satellite removal experiments (CTL, Base, and Gap) and four dropsonde experiments (CTL/no drop-
sondes, Ideal, Sens, and Flight; Table 2). We conducted a multiple-domain evaluation (16 GFS runs staggered
12 hr apart across 0- to 7-day lead times over three to five domains) and a targeted domain evaluation (five
GFS runs staggered 6 hr apart across 2- to 3-day lead times over a single domain) for each experiment over
time periods in which three winter storms present in a realistic NR impacted the United States. Our key find-
ings are listed below along with further discussion of key findings (4) and (5) in the following paragraphs.

1. Removing all U.S.-based MW and IR satellite data increased analysis error and global forecast error across
all forecast lead times by 1% to 6% and storm-specific forecast error across 0 to 36 hr lead times by 1% to
5% for all three winter storms. This is consistent with other studies that have found MW and IR satellite
data to have a small positive impact to weather forecasts globally (Baker et al., 2005; Cucurull & Anthes,
2015; Lord et al,, 2016; McNally, 2012). Removing Suomi-NPP in addition to numerous other MW and IR
satellites (Gap) followed a similar pattern as the experiment with Suomi-NPP (Base) but with a larger mag-
nitude: (1) when the Base experiment degraded forecasts, the Gap experiment degraded forecasts further,
and (2) when the Base experiment improved forecasts, the Gap experiment improved forecasts further.
Overall, data from Suomi-NPP were responsible for roughly one third of the removed satellite impacts.
However, more cases are needed to conclude whether the Gap experiment should consistently be
expected to have a larger impact on forecasts than Base.

2. Sampling idealized dropsonde data over a large region of the Pacific/Arctic Oceans in the multiple-
domain evaluation significantly reduces analysis error, global forecast error across all lead times, and
storm-specific forecast error for all three winter storms. The impacts are roughly twice as large as those
in the satellite removal experiments, suggesting that an idealized sampling of many dropsonde measure-
ments over this region has the potential to mitigate a loss of forecast accuracy from a satellite gap. This is,
however, an idealized experiment and is not feasible with a typical flight campaign.

3. Assimilating targeted dropsonde measurements using the ETS method to improve forecasts at a specific
verification location/time in the targeted domain evaluation showed promising results: The experiments
with satellites removed and dropsondes added either improved forecasts relative to their no-dropsonde
experiments (30 January and 25 February) and/or improved forecasts relative to the CTL (29 January and
30 January). Evaluating specific forecasts at 15 verification dates/locations for the three storms, we find
that satellite removal degrades roughly 30% of forecasts relative to the control, while targeted dropsonde
flight paths improve roughly 80% of forecasts relative to the control and 50% of forecasts relative to its
corresponding run without dropsondes.

4. Across the verification period, the removal of MW and IR satellites degraded storm-specific forecasts for
one storm (25 February), had a neutral impact on one storm (29 January), and improved forecasts for
another (30 January).

5. The impacts of any measurements (satellite, dropsonde, or other) on specific meteorological events is dif-
ficult to conclude with statistical confidence due to the many factors that impact forecasts at any given
meteorological situation, initialization time, or forecast lead time, unless many cases are run, which is gen-
erally not feasible in OSE or OSSE studies of targeted dropsonde measurements, with the exception of
papers which aggregate many studies.
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Figure 10. Satellite pass-over maps for the Cross-track Infrared Sounder (CrlS) National Polar-orbiting Partnership (NPP) instrument at each 6 hr cycling interval at the
dates/times indicated, which correspond to the five cycling intervals studied in the 25 February storm. Each asterisk represents one data point. The red boxes
represent an approximate range of a typical sensitivity domain, and the blue boxes represent the approximate range of a typical flight path domain.

With regards to key finding (4), a possible explanation for the large variability in forecast accuracy for the
satellite removal experiments is differences in the availability of satellite data during the initialization times.
Since the GDAS is cycled only for a limited time (10 days for the multiple-domain evaluation and 1 day for the
targeted domain evaluation), the variability of individual forecasts may be due in part to whether the satel-
lite(s) passed over regions important for error growth during the initialization time. For all three storms, there
is considerable GDAS model analysis error over the North Pacific Ocean south of Alaska (Figure 2). For exam-
ple, there are no CrlS measurements over this region for two out of five of the initialization dates relevant to
the 25 February storm (Figure 10). Additionally, roughly 1% of the actual satellite data are not available for
various reasons and these instances have been excluded from the assimilation in our OSSE experiment as
well. If satellite data happen to be missing during the initialization times for the corresponding verification
domains, this may impact results. For example, for the 30 January targeted dropsonde experiment, ATMS
and CrlS data from Suomi NPP were available at 0000 and 1200 UTC but not the 0600 and 1800 UTC initializa-
tion times. The satellite pass-overs relevant to each storm were quantified using the red box as a rough
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Table 5
Number of Satellite Data Points Removed Over a 24-hr Period for the Two Satellite Removal Experiments (Base and Gap)

Satellite data removed

Base Gap
Sensitivity region Flight region Sensitivity region Flight region
Storm (red box) (blue box) (red box) (blue box)
29 January 10,602 4,701 11,667 5,202
30 January 19,823 4,531 20,610 4,899
25 February 26,046 7,888 33,436 10,322

Note. This 24-hr period corresponds to a 2- to 3-day lead time from the chosen verification region. The Sensitivity region
is approximated by summing all data points within the red box shown in Figure 11, while the Flight region is approxi-
mated by summing all data points with the blue box in Figure 11.

estimate of the locations important for the Sensitivity domain and the blue box as a rough estimate of the
locations important for the Flight Path domain. This calculation finds significantly more satellite data
points removed for the 25 February storm (Table 5). Indeed, our results show that forecasts are degraded
more for the 25 February storm, consistent with the removal of more satellite data points. However, this
does not explain why removal of satellites actually improves some forecasts for the 29 January and
30 January storms. Occasionally, forecasts are degraded with additional data, which may be due to
observational errors, flaws in the data assimilation system, or compensating errors.

Another explanation for the large variability in forecast accuracy for the satellite removal experiments is spe-
cific meteorological events which may compensate for model initialization for forecast errors. It is clear that
early in the verification period for the 29 January case (Figure 5), removal of satellites increases forecast TEE as
expected. After about 00 UTC 30 January, forecast TEE decreases until about 12 UTC Feb 2, where satellite
removal experiments actually improve forecasts relative to the control. This feature appears to propagate
westward and impact results for the 30 January case as well, suggesting that a single meteorological feature
might be causing the improvement in forecasts for the satellite removal experiments for both storms. We
explore latitude-longitude contour plots at two verification times: 00 UTC 30 January (when Gap increases
TEE by about 18%) and 00 UTC 2 February (when Gap decreases TEE by about 8%; Figure 11). At both verifi-
cation times, TEE for the control is largest in and near three significant meteorological features: a cutoff low
near Baja California, the 29 January storm of interest, and the 30 January storm of interest. TEE for the Gap
case is higher than CTL at many places as expected but is lower at two noteworthy locations/times: the cutoff
low near Baja California at 00 UTC 30 January and the 30 January storm (the Pacific Ocean near the Pacific
Northwest). It appears that removing satellite radiance data improves the forecasts for the cutoff low, which
in turn improves forecasts for the 30 January storm. The cause is unclear, but cutoff lows are difficult to model
accurately (see Peevey et al., 2018). It is also possible that removal of satellite data introduces compensating
errors that improves forecasts. Either way, these results highlight the variability inherent with researching
case studies of specific weather events.

With regards to key finding (5), our results varied significantly with storm case, forecast lead time, and initi-
alization date. In Part 1 of this research project, investigation into the causes of individual forecast degrada-
tions were concluded to be due to challenging meteorological features such as cutoff lows or interactions
with meteorological features outside of the sampling domains (Peevey et al., 2018). This variability seems
unavoidable in the field of weather forecasting and is why many storm cases, forecast lead times, and initi-
alization dates need to be considered to provide robust statistical results. This robustness is difficult to
achieve with targeted dropsonde studies because they are by design targeting specific meteorological
events. Hence, it should not be surprising that many published studies of targeting specific weather events
either do not calculate statistical confidence or do not find statistically significant differences, and there
continues to be debate regarding the value of targeted observations. Our results are roughly consistent
with other reviews of targeting studies which find either that a small majority of forecasts are improved
(Gelaro et al., 2010; Lorenc & Marriott, 2014; Majumdar, 2016) or that impacts on forecasts are generally neu-
tral (Hamill et al., 2013). If there indeed is a meaningful discrepancy across studies, it may be due to
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Figure 11. Latitude-longitude contour plots of the CTL total energy error (left column) and the difference between Gap and the CTL (Gap — CTL; right column) for the
designated initialization times and verification times.

differences in NWP models or data assimilation, verification or targeting techniques, assumption of perfect
observations in OSSEs, or meteorological features of the storms studied. For example, Hamill et al. (2013)
utilized a relatively advanced model (European Centre for Medium-range Weather Forecasts with 4DVar)
but only assimilated 776 dropsondes (an average of eight dropsondes per flight), whereas in our OSSE
study we utilized the Global GFS with 3DVar but assimilated about 70 dropsondes per flight owing to the
longer flight paths attainable using Global Hawk aircraft. Majumdar (2016) argued that advances in NWP,
limitations in the range of targeted observations, the flow regime for the storm of interest, and model
errors may all contribute to inconclusive or disagreeing results of targeted observations. Perceived
disagreements between studies may also be due to low statistical confidence.

Our results highlight that many cases need to be studied before concluding with statistical confidence what
impacts, if any, measurements (satellite, dropsonde, or other) have on forecasts of specific weather events.
This also means that decisions on whether to conduct field campaigns to gather targeted observations
should recognize the possibility of neutral or degraded forecasts for individual storms even if the targeted
observations should improve forecasts on average. More work needs to be conducted to understand the cir-
cumstances which lead to targeted observations to be more (or less) useful to help inform the decision
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process. Likewise, more work needs to be conducted to understand whether redundant satellite observations
are valuable to forecast accuracy of individual storm events over the United States. Finally, future work should
investigate the applicability of more advanced statistical methods to better quantify whether targeted
observations—as well as satellite data—impact specific weather events, given a limited number of case
studies that can be completed.
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